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ABSTRACT
Testing is a fundamental verification activity to produce high-
quality software. However, testing is a costly and complex activity.
The success of software testing depends on the quality of test cases
but finding a good set of test cases is laborious. To make matters
worse, when dealing with a family of systems (e.g., variants of a
mobile applications), test cases must assure that a diversity of con-
figurations in potentially many variants work as expected. This
is the case of hello again GmbH, a company that develops mobile
applications for customer loyalty (e.g., discounts, free products,
rewards, or insider perks). The company targets several business
domains, and currently supports about 700 application variants.
Testing such applications including all their variability is a cumber-
some task. Even simple test cases designed for one variant most
likely cannot be reused for other variants. To support developers
at hello again GmbH, we present a solution to employ a model-
based testing approach to their family of mobile apps. Model-based
testing focuses on automatizing the design and generation of test
cases. We present results of applying model-based testing on 27
applications from hello again GmbH and report the challenges and
lessons learned for designing a variable test model. Our expected
contribution is to support companies and practitioners looking for
solutions to test families of software products.

CCS CONCEPTS
• Computer systems organization → Embedded systems; Re-
dundancy; Robotics; • Networks→ Network reliability.
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1 INTRODUCTION
Testing is a fundamental activity to verify the quality of software
products. However, testing is also a complex and time-consuming
activity, consuming up to 40% of the overall development cost [20].
One challenge for testing software properly is to find a good set of
test cases [6]. To support engineers in this task, model-based testing
automates the design, generation, and optionally the execution of
test cases [43]. In model-based testing, a test model represents the
behavior of a software system under test, which is the basis for the
generation of test cases [16].

The use of model-based testing for testing a single software
product is widely observed in the literature and in practice [1, 23, 29,
43]. However, companies rarely develop one single product. Instead,
they usually develop families of software products, in which each
variant is customized/configured for a different client of a market
segment [8]. Additionally, companies frequently allow users to
tailor their system variants to specific scenarios [34]. In the context
of model-based testing, dealing with families of software products
is challenging, as the test model has to express variability and adapt
to the characteristics of the different variants under verification.

Our industry partner, hello again GmbH, experiences that sce-
nario and challenges described above. The company operates in the
customer loyalty segment, developing mobile applications (apps
for short) that offer discounts, free products, rewards, or insider
perks. Due to the success of theirs apps, the company currently
supports app variants for about 700 business clients in different
domains. However, the testing activity for the family of apps at
hello again GmbH is challenging. Because of the variability among
the app variants, test cases designed for one app most likely will
not execute correctly on other variants, making a direct reuse of
test cases between variants infeasible. Existing research has shown
promising results in automatically reusing test variants for different
configuration [17, 19]. However, no such test variants are available
at hello again. Additionally, when test cases fail, developers have a
hard time figuring out the variant-specific causes of the problem
and which of the variants are affected. Due to these challenges most
testing of the applications was done manually and automation only
available to test some apps and use cases.

To overcome the challenges of testing a family of mobile apps
at hello again GmbH, we proposed a model-based testing solution,
which can automatically adapt the model for different variants with-
out any furthermanual intervention. Mode-based testing has shown
promising results for testing families of software products [36].
The goal of this paper is to present our solution and report our
experiences (i.e., challenges and lessons learned) when applying
model-based testing mobile app variants.
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Our solution relies on the page object pattern to represent app
screens as classes [31], and the OSMO tool to design, generate, and
execute the test cases [27]. However, we extended the OSMO tool
to be flexible regarding the agility of mobile development, i.e., to
cope with new screens in apps that are not yet defined in the test
models. Additionally, we adapted OSMO’s algorithms to explore
the test model, improving the scalability when testing variants with
many screens. Another benefit of our solutions is that, while most
of the existing tools for mobile testing focus on Android and only
few on iOS [42], our solution works for both platforms.

We performed an evaluation of our proposed solution to eval-
uate if our model works on different variants and especially the
generated model parts can be used to navigate arbitrary screen
links. Our evaluation relies on a set of 27 app variants developed at
hello again GmbH. We computed several metrics of the test models
and the variants under test. Then, we answer research questions
related to: (i) how variable are the apps of our industry partner,
(ii) whether our model-based testing solution works for the given
set of app variants, (iii) how our model performs with different
strategies for dealing with variability, and (iv) what improvement
can be achieved by our adaptations to the OSMO tool.

The results of the evaluation show a high variability in the family
of mobile applications regarding the number and type of screens.
Nevertheless, we were able to develop a model-based test solution
that works for most apps of the entire family (23 out of 27 app
variants) without the need of any further adaptation. We were able
to generate large parts of the test model from the configuration
specification, saving engineers the effort and time needed to im-
plement these parts manually. Finally, we were able to show the
usefulness of our adaptions to OSMO’s algorithms, which lead to
an average improvement of 73.8% in the length of generated tests.

2 BACKGROUND AND RELATEDWORK
This section overviews the main concepts used in our work, namely
variability, model-based testing, and mobile app testing.

Software Variability. Variability is a property that enables a soft-
ware system, software asset, or development environment to be
configured, customized, or adapted for specific contexts [8]. Such a
customization can be performed by developers during the software
development. For instance, by using variability, engineers may de-
lay design decisions to later stages of the development process, or
to the runtime [24, 41]. Furthermore, end users can benefit from
variability to make the software products suit their needs and pref-
erences. Thus, the customization of software products is the basis
for creating families of related software systems [7, 26].

Model-Based Testing. Software testing consists of three stages:
(i) design/generation of test cases, (ii) execution of such test cases,
and (iii) derivation of verdicts [38]. Model-based testing (MBT) can
support the two first stages, by generating test cases from a model
describing the system under test, or by generating and executing
test cases simultaneously, in online MBT [44]. MBT has three key
elements: (i) the model used to describe the software behavior,
(ii) the test-generation algorithm, and (iii) the tools that gener-
ate supporting infrastructure for the tests. Different notations to

define a test model have been proposed, such as Activity-based no-
tations (Flowcharts, BPMN, or UML activity diagrams), state-based
(or pre/post) notations, transition-based notations (UML State Ma-
chines or labeled transition systems), decision tables, and stochastic
notations [44]. Moreover, models can be expressed in different rep-
resentations, like Graphs in GraphWalker1 or Java code in OSMO2.

MBT tools can improve testing practices by increasing the effec-
tiveness of the tests, shortening the testing cycle, and reducing the
cost of test generation [12]. However, as for many software engi-
neering activities, adding variability to MBT increases complexity
and introduces additional challenges [37]. For a test model to be
able to test any arbitrary variant of an SPL, the model has to adapt
to the tested variant. Such a model is often referred to as a 150%
model in literature [15, 22].

Mobile app testing. A systematic review reports studies on GUI
testing of mobile apps [40]. The authors found that the most com-
mon testing approach for apps is model-based testing and the ma-
jority of approaches focused on functional testing, which is also
the focus of our work. Over the past decade, numerous approaches
to test mobile applications have been proposed. Most of them focus
on automatically exploring the GUI of Android applications with
different strategies such as search-based [33] or other systematic
approaches [2, 5]. Other approaches explore the GUI and learn
models from it, using such models for testing [3, 9, 32]. There are
also approaches that generate tests using a record and replay ap-
proach [21, 25]. Another study reported experiences of model-based
testing of mobile apps in the industry [28]. The authors of this study
designed a test model to generate random test sequences that were
applied to test apps. Similar to our work, they modelled test steps
grouped by the test feature. However, variability and automatically
generating model parts and adapting to different configurations
was out of the scope of their work. There exist some freely avail-
able tools for automated mobile UI testing, like the Android Debug
Bridge’s UI/Application Exerciser Monkey3 or App Crawler4, or
Robo Test5 by Google. These automated testing tools have the com-
mon issues, namely missing a test oracle and finding only limited
faults, like for robustness testing or regression testing. Additionally,
none of the tools or approaches described above target variability.

MTB for families of software products. There are studies taking
into account variability in test cases [36]. For instance, Arrieta et
al. [4] present an MBT methodology for highly configurable cyber-
physical systems. Their methodology relies on a Feature Model to
semi-automatically generate test cases for a Simulink model, which
derives 100% of the test architecture. Fischer et al. [18] investigates
the difference between the automated reuse of test variants and test
model variants. However, their work does not focus on creating a
reusable test model, but rather on the reuse and adaption of existing
tests for different configurations.

There are studies focusing on MBT for families of software prod-
ucts. For instance, Reuys et al. [39] propose a technique called
ScenTED, which is a model-based and reuse-oriented technique for

1http://graphwalker.github.io/
2https://github.com/osmo-tool/osmo
3https://developer.android.com/studio/test/other-testing-tools/monkey
4https://developer.android.com/studio/test/other-testing-tools/app-crawler
5https://firebase.google.com/docs/test-lab/android/robo-ux-test
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test case derivation. Test case scenarios are derived from test models
represented by activity diagrams, and the test cases are specified by
sequence diagrams. Both diagrams have as prerequisite variation
points encoded in them to allow deriving test case scenarios for dif-
ferent configurations. MBT activities such as defining test coverage,
generation, and prioritization [30] can be used, for instance, for the
quality assurance of a safety-critical system family of products as
presented by Classen et al. [10]. They propose a model checking
built on the featured transition systems [11], which is a compact
mathematical model for representing the behavior of the family
products. This model is used to represent the behavior of a product
when building the assets from which products are derived. Fischer
et al. [16] conducted a comparative study of different variability
mechanisms, namely preprocessor directives and feature toggles,
to encode variability in test models. As a result, the work presents
the advantages and disadvantages of each mechanism.

In a recent mapping study, Petry et al. [36] analyzed 44 studies of
MBT for SPLs. They found out that most studies take into account
variability in models to be tested. For instance, UML models can be
annotated with stereotypes that map a relationship between a given
feature and its corresponding test models and implementation [14].
Although there are some studies about MBT for system families, to
the best of our knowledge there is no study on MBT in the context
discussed in this paper.

3 INDUSTRY CONTEXT
Our industry partner, hello again GmbH6, develops apps to improve
customer loyalty for a wide range of businesses. The apps offer
features like different vouchers or events to purchase products
or services at discounts. Moreover, the apps can be used to track
purchase frequency of customers and reward their loyalty with
different bonuses. Currently, they support app variants for about
700 client businesses. To be able to server such a large customer
base over different domains, the apps are developed with reuse and
variability in mind. The configuration process is supported by a
no-code App builder. Moreover, the company offers a control center
in the background that allows businesses define events and rewards
that are offered at a time. Besides that, this Customer API allows the
businesses to configure parts of their apps. The apps are customized
in different ways:
(1) Selecting features like offering different vouchers/contests, or

the login methods (e.g., via email, Google, Facebook, Twitter)
using the App builder and the Customer API. This includes pro-
viding screens to access the features and configurations in the
background, managing the type of rewards, which influences
the interaction with associated screens.

(2) Available screens in the app, selected from a large set of pre-
defined screens, via the App builder. Furthermore, the screens
themselves are configurable with different options, like the
availability of a search feature in a long list of elements. This
configuration is done on individual screens, not necessarily
equal over all screens in the app variant.

(3) Navigation between screens via tab bars, drawer menus, icon
grid menus, or screens with lists of links which again supports

6https://www.hello-again.com/en/

different list types that may have to be interacted with differ-
ently, via the App builder.

(4) Dynamic screens that can be configured by the customer through
a backend API to select pre-defined components that can be
displayed, via the App builder and Customer API. These com-
ponents include a configurable text displayed on the screen, a
button to logout from the app, links to other screens, and many
more.

(5) General app design (i.e., look and feel) to fit with customer’s
corporate design, done manually for each app variant.
This extensive variability is challenging for testing the app vari-

ants, since test cases defined for one variant might not work for
other variants. Thus, the goal of our collaboration is to create a test
model that can automatically test each app variant created from their
family of apps built with the App builder and configuration through
the Customer API. Each app should be tested before deployment,
to ensure all screens are reachable and properly displayed, and
features are properly supported and working.

4 MODEL-BASED TESTING SOLUTION
The mobile applications are configured using different mechanisms,
more static configuration with the no-code App builder and more
dynamic configuration, including after deployment, using the Cus-
tomer API. From the configuration with the App builder we get a
configuration file, as a specification of the app variant, containing
all app screens, components within these screens, and their config-
urations, like links between screens. One of the main parts of the
configuration we are focusing on are shortcuts, which is how links
to other screens are implemented and configured. We show an ex-
ample snippet of such a configuration file in Listing 1. Each element
has a unique identifier (see Line 2), as well as a canonical name that
specifies which screen type the current instance is of. The example
in Listing 1 shows part of the configuration of the main navigation
mode through the app. In this case, the main navigation is done
via a tab bar with buttons at the bottom of the screen that link to
the configured screens. The links to other screens are configured in
’relationships’.’children’.’data’ with the unique identifier
of the target screens in the configuration file.

</>
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Figure 1: Workflow of generating, selecting, and executing
the test model

https://www.hello-again.com/en/


SPLC’23, August 28–September 1, 2023, Tokyo, Japan Fischer et al.

Listing 1: Snippet of main navigation configuration.
1 {'type ': "core.shortcuts",
2 'id ': "5d5d118cd6b0440677556beb",
3 'attributes ': {
4 'canonicalName ': "navigation.icons",
5 'title ': "Main navigation",
6 'screen ': "navigation.TabBar",
7 'screens ': [{
8 'canonicalType ': "navigation.TabBar",
9 'canonicalName ': "navigation.TabBar",

10 'settings ': { ... }
11 }],
12 'settings ': { ... }
13 },
14 'relationships ': { 'children ': { 'data ': [ {
15 'type ': "core.shortcuts",
16 'id': "5d5d124fd6b0440677556bed"
17 },{
18 'type ': "core.shortcuts",
19 'id': "6364 c133e94f113b71f79340"
20 }, ...
21 ] } }
22 },

Due to the variety of configuration mechanisms used in the
app building process, we likewise included different variability
mechanisms in our test model. To test navigation between screens
defined with the configuration file we generated model parts with
a template engine, while for other configuration options we use
run-time checks. Figure 1 shows the workflow from generating the
model to executing it, calling page objects to interact with the app
screens.

4.1 Page objects
For developing our tests, we used the page object pattern, where
each screen in the applications is represented by a Java class [31].
This class contains the necessary logic to interact with the asso-
ciated screen. An example of such a page object is depicted in
Listing 2. In the page objects, we utilize Appium7 to interact with
the mobile applications.

To be able to robustly identify widgets on the screens, we in-
troduced IDs in the app source code. We use these IDs in the page
objects to identify and interact with the widgets in any application
variant. Moreover, we added IDs to each screen consisting of the
canonical name and the unique identifier from the configuration
file to enable a clear identification of screen instances. Similarly,
for links that are specified in the configuration file, we added IDs
containing their unique identifier in the configuration file. The apps
should be consistent independent of the OS, and we use a class
Helper (see Lines 10 and 13 in Listing 2) to retrieve elements from
the UI, which takes care of different requests from the OS specific
automation frameworks used in Appium. However, for some IDs
we still have inconsistencies between Android and iOS, which we
deal within the page objects (see Line 3 in Listing 2, where the
screen ID is different for the two OS).

Each page object extends an abstract parent page object, which
we pass an ID to the constructor that is used to verify if the correct
screen is displayed in the app. We also use the page objects to verify
whether all the expected elements are shown on the corresponding
screen. Therefore, we can define a test oracle directly with the
page objects for each screen. For this, the abstract parent class

7https://appium.io/

contains themethods verify and verifyOnce to check if the screen
is displayed correctly. The first method is called every time the
screen is reached, for checks like making sure the screen ID is
present. The second method is called only the first time we reach
the screen in an execution, to avoid time intensive checks over and
over, like checking if all links in a long list are present or costly
screenshot comparisons. These to methods can perform different
checks related to the screen and are part of the test oracle. If a check
fails, then an exception is raised to alert an engineer about an issue.

Listing 2: Snippet of a page object implementation.
1 @Screen(canonicalName="seblau.auth.EmailLoginScreen")
2 public class EmailLoginPage extends AbstractPage {
3 final String SCREEN_ID = AppiumSetup.PLATFORM == OS.

IOS ? "screen.login.email" : "screen.login";
4
5 final String EMAIL_ID = "auth.input.email";
6 final String PASSWORD_ID = "auth.input.password";
7 final String LOGIN_BUTTON_ID = "auth.input.login";
8
9 public EmailLoginPage(AppiumDriver driver) {

10 this(driver , Helper.getResourceIdSelector(
SCREEN_ID));

11 }
12 public WebElement getEmailField (){
13 return driver.findElement(Helper.

getResourceIdSelector(EMAIL_ID));
14 }
15 ...
16 public AbstractPage login(User user){
17 getEmailField ().sendKeys(user.getEmail ());
18 getPasswordField ().sendKeys(user.getPassword ());
19 if(AppConfig.rememberMeCheckboxEnabled ())
20 getRememberMeCheckbox ().click();
21 getLoginButton ().click();
22 return determineStartPage ();
23 }
24
25 protected void verify ();
26 protected void verifyOnce ();
27 }

Additionally, we required a mapping of the page objects to the
screen they are associated with. For this, we introduced a Java
annotation for each page object (see Line 1 in Listing 2) that specifies
the canonical name of the screen also used in the configuration file.
In our example in Listing 2, we implement the interaction with the
login screen via email address. The start screen that is displayed
after login is specified in the configuration file. Therefore, we need
to create an instance of the correct page object, corresponding to
the start screen, after logging in. We use the Java annotation for
the page object classes for this, to identify the correct class for the
current screen. Then, we simply create an instance of this class
using Java reflection and the page object subsequently verifies if
the correct screen is displayed and checks in the verify methods
are performed.

Finally, the page objects need to be able to interact with the
screen in different configurations. This is even more complicated
because there can be multiple instances of the same screen type in
one app, all using different configurations. Therefore, configuration
options are implemented in the page object, using condition execu-
tionwith if statements. For example, Line19 in Listing 2 checks if the
screen in the current variant contains an optional checkbox to stay
logged in to the app, even after restarting it, which the test should
click. This variability mechanism allows us to dynamically react to

https://appium.io/
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the configuration on the current screen with one implementation
of the page object.

4.2 The OSMO model
For model-based testing of the family of mobile apps, we chose
OSMO.2 Compared to other MBT tools, it does not require pre-
defined system states to be modeled, like a state machine where
the test execution transitions lead from one pre-defined state to
another. Rather, OSMO uses guard conditions that specify if a test
step can be executed at a certain app state (like in Listing 3 for the
login via email). This guard can use any arbitrary data to determine
if the associated steps can be executed or not. These more dynamic
guards, which work more stateless than other MBT approaches, are
the main reason for us to choose OSMO over other tools.

Listing 3: Snippet of a OSMO test model.
1 public class LoginLogoutModel extends AbstractModel {
2 public LoginLogoutModel(State state) {
3 super(state);
4 }
5
6 @TestStep("loginWithEmail")
7 public void loginWithEmail () {
8 User user = state.getRandomUser ();
9 AbstractPage startPage (( EmailLoginPage)state.

currentPage ()).login(user);
10 state.setCurrentPage(startPage);
11 state.setCurrentUser(user);
12 }
13 @Guard("loginWithEmail")
14 public boolean loginWithEmailGuard () {
15 return state.currentPage () instanceof

EmailLoginPage;
16 }
17 }

We implement these test steps over different model classes and
group them by the executed feature or use case, like test steps to
log in. Not only does this help with comprehending the model, but
also allows us to exclude models for features that are not available
in the tested variant, like logging in with Facebook. OSMO requires
us to instantiate the model classes and pass them in a factory class.
We can therefore simply avoid instantiating the classes not relevant
for the current variant.

During test execution, OSMO checks the guards of all available
test steps, and an execution algorithm selects the next test step to
execute, from the ones with guards that returned true. To make
these executions reproducible, we use seeds for all random parts
of the test executions that can be configured to make all decisions
the same way again. Moreover, we record all test steps that are
executed in a test execution in a file, which we can replay again
and reproduce the same test scenario and for debugging.

4.3 Generating model parts
The configuration file specifies the links between screens. For in-
stance, screens which are reached via the tab bar at the bottom of
the screen can be freely configured to any screen in the app (see
Listing 1). Moreover, we can adjust the number of links on a screen.
To test this unrestricted configurability, we opted to generate model
parts for this behavior, based on the configuration file.

The test model generation process is depicted in Figure 1. It
uses the configuration file and locates the configuration of certain

screen types and components from there. From this configuration,
we generate unique test step names based on the titles of the source
and target screens. Additionally, the generated test steps include,
hard coded, the unique screen ID from the configuration file. We
use these IDs to determine the screen that has to be shown after
executing the test step and the corresponding page object that is
loaded.

4.4 Dynamic screen components
The app variants contain configurable screens that can be cus-
tomized by the businesses themselves. This is done via a backend
Customer API that allows to select and configure components that
should be displayed on the screens. Some of such components are
customizable text, a button to logout, a list of rewards for customer
loyalty, a list of links to other screen, and many more. When the
app reaches such a configurable screen, our test model loads the
corresponding page object. This page object dynamically checks
which components are configured for the current screen. Then, the
page object loads corresponding component objects that implement
the interaction with the specific components, similar to a page ob-
ject for a screen, as shown in Listing 4. The correct component
object is selected by a component name specified in the class with
a Java annotation, as in the canonical names of screens for page
objects. Like the page objects these component objects contain a
method verify that can be used to implement specific checks for
this component and is used as part of the test oracle.

Listing 4: Snippet of a component object implementation.
1 @ScreenComponent(name = "TextComponent")
2 public class TextComponent extends Component{
3 public TextComponent(AppiumDriver driver , String id,

GenericScreen screen) {
4 super(driver , id, screen);
5 }
6
7 @Override
8 public void verify(GenericScreen screen) {
9 // Compare the displayed and configured text.

10 }
11 }

4.5 Exploration of un-modeled parts
The development of the app family is ongoing and screens are being
added. Since for new screens or very rare screens we may not have
page objects developed yet, the test model could run into a dead-
end from where it can not continue. If we reach such an unknown
screen, no test step is defined to deal with it. To circumvent this,
we added an automatic exploration mode that tries to get back to
app parts that are modeled. This mode is entered by a test step with
a guard method that checks if we could not recognize the current
screen and if no other test step is available. During this automated
exploration, elements on the screen are clicked randomly and the
device specific navigate back functionality is tried randomly. After
each such action, we try to identify the screen we are currently
on, by checking if any of the screen IDs from the configuration file
are present. If there is a page object implemented for this screen,
identified by the Java class annotation, the automated exploration
mode stops execution and the test step ends, which means OSMO
can continue with other test steps available for the current screen.
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For all test executions we implemented a configurable timeout that
will end the test with an error message. Therefore, if the automated
exploration does not find a way to enter a modeled screen the test
will timeout and cannot get stuck in endless loops.

4.6 Other OSMO adaptations
We made some additional adaptations to OSMO to better meet our
test goal and requirements.

Custom end conditions. OSMO allows setting end conditions
for testing, which end the test if it is fulfilled. One goal for our
tests is to reach all screens in any app variants through automated
tests. The standard end conditions of OSMO could not guarantee
this. Therefore, we developed our own end condition that checks if
all screens reachable with a shortcut were reached in the current
test execution. To recognize the screen we are currently on, we
use the current page object and the screen IDs that were added in
the apps. We implemented the identifier of the current screen as a
OSMO coverage value, which can then easily be used in any location
within our test runner implementation. To avoid endless test runs,
if a screen cannot be reached, the end condition keeps track of the
test step that can be executed from any screen and checks if all of
them have been executed in the current test execution. If all test
steps were executed and still screens have not been reached, the
end condition fails the test with a corresponding error message.

Custom exploration algorithm. OSMO provides different algo-
rithms to traverse the model and generate tests from it. These algo-
rithms are different combinations of random traversals, some using
weights of specific test steps and some try to balance which test
steps are taken to avoid always executing the same ones. However,
in our experiments, we quickly saw that the standard algorithms
provided by OSMO took a long time to explore the entire app for
some variants. To improve this, we developed our own algorithm
better suited for our test goals. Our algorithm keeps track of the
test steps already executed and avoids taking them again as long
as other steps are available. Additionally, it remembers which test
steps are available on which visited screen and a graph that stores
from which screen we navigated to what other screen using which
test step. It then uses this information to search for not yet executed
test steps if no new step is available on the current screen. The algo-
rithm computes the shortest path to all missing (i.e., not executed
in the test) test steps using Dijkstra’s Shortest Path Algorithm [13]. It
then executes the test steps along the shortest path found to reach
the missing test step.

5 EXPERIMENTS
To verify if our test model can be used to automatically test a family
of mobile apps, we performed some experiments executing the
model on different apps. This section describes the experiments.

5.1 Research goal
To assess the quality and usefulness of our solution, we applied it
on a set of app variants from our industry partner. Figure 2 depicts
the navigation through an app variant. We analyze whether the
generatedmodel parts can be used to navigate arbitrary screen links,

like shown in Figure 2, and how often the automated exploration is
used. Therefore, we distinguish the three execution modes:
(1) Coded: hard coded pre-defined test steps that are selected by

class for inclusion in the variants. These steps are depicted as
black arrows in Figure 2, in this case the login via email.

(2) Generated: generated test steps from the configuration file that
load the page objects dynamically, depicted as blue arrows in
Figure 2.

(3) Auto Exploration: the automated random exploration mode
that recovers the model if it reaches an unknown / not modelled
screen, depicted as red arrows in Figure 2.
Moreover, we want to investigate how well our implementation

works and our algorithm compared to a default algorithm of OSMO.
To investigate this we formulated the following research questions:
• RQ0: How much do the different apps vary from one an-
other? This RQ aims at giving us a better understanding of the
differences our test model needs to cover on app variants.

• RQ1: Does our solution work for all app variants? The goal
for our collaboration is to create a test model that can be used to
test any app variant. Therefore, we want to verify this by testing
a set of app variants with different kinds of variability.

• RQ2: How are the different execution modes distributed?
We are interested in knowing how much of the test execution
uses Coded or Generated test steps in the model. This helps to
show the variability in the different variants, since the generated
steps are specific for an app variant. Auto Exploration is only
used if the model reaches a screen that we did not model yet.
Therefore, we are interested in how often that still happens, and
how much is still missing from the model, and how long it takes
to get back to the modeled part of the app variants.

• RQ3: How much do our adaptions to OSMO’s algorithms
improve the test execution? The reason we developed our
own algorithm to execute the test model was that the standard
algorithms in OSMO took too much time to test a single variant,
which is an issue when testing many variants. With this RQ, we
want to verify how much of an improvement we can get in time
and screens visited with our algorithms.

5.2 Method
We performed experiments on 27 Android app variants from differ-
ent domains, with different types of navigation between screens
and variability in the available features. The set of variants was
selected by our industry partner.

We executed OSMO with two different algorithms: the standard
OSMO weighted balancing algorithm that randomly executes the
model but takes weights and previously executed test steps into
account to try to avoid executing the same test steps over and
over again, and the new exploration algorithm we implemented
(see Section 4.6). The OSMO algorithm was selected because it
balances the execution to weigh not executed test steps higher
and is therefore better suited to explore the entire model than
other algorithms. Additionally, we performed experiments with
two end conditions: our own developed condition to reach all screens
according to the configuration file, and an end condition with a
fixed test length of test steps. To answer our RQs, we used different
data. For RQ0, the variability among variants. For RQ1, data from
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ClickAction_0_2046
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Figure 2: Example of testing an app using coded (black), generated (blue), auto exploration (red)

all experiments we performed. For RQ2, the OSMO’s weighted
balancing algorithm with a fixed length of 100 test steps, with the
automated exploration mode turned on. ForRQ3, we executed both
algorithms with both end condition, to see how long the different
algorithms take to reach all screens. We also collected how many of
the screens are reached by the algorithms for a fixed test length of
30 steps. For this experiment, we turned the automated exploration
mode off, because it is not influenced by the algorithms and just
adds additional noise for comparing the algorithms. Finally, for all
experiments, we limited the time for each test execution with our
model to two hours, after which the test ends with a failure.

The experiments were executed on a Dell Latitude 5400 laptop
with an Intel Core𝑇𝑀 i7-8665U processor (1.9 GHz, 4 cores), 32GB of
RAM, SSD storage, and running the Windows 10 operating system.
The app variants were executed on the Android Studio emulator
version 32.1, on a Pixel 5 device running Android 11.

5.3 Metrics
From the experimental settings described above, we collected the
following metrics from the app variants:
• Number of shortcuts in an app variant, to give an idea about the
size of the apps (RQ0).

• Number of screen links in an app variant that can link to any
screens and lead to generated test steps (RQ0).

• Number of generated test steps for a specific app variant (RQ0).
Moreover, we compute metrics from executing the test model

against specific app variants:
• Number of all executed test steps in the entire test model (RQ3).
• Number of executed hard coded test steps in our test model (RQ2).
• Number of executed steps among the generated ones for each spe-
cific app of the family (RQ2).

• Number of automated explorations that were triggered during test
execution (RQ2).

• Number of executed interactions with the automated exploration
mode to recover to a state the model continue executing (RQ2).

• Number of screens reached in an app variant (RQ3).
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Table 1: Tested mobile apps and metrics

App Shortcuts Link
screens

Generated
Test Steps Main navigation

1 10 0 8 Icon grid
2 14 2 13 Drawer menu
3 9 0 8 Drawer menu
4 88 5 87 Drawer menu
5 17 1 15 Tab bar
6 9 1 8 Tab bar
7 11 1 9 Tab bar
8 10 1 9 Tab bar
9 13 1 11 Tab bar
10 8 1 7 Tab bar
11 13 2 12 Tab bar
12 9 1 8 Tab bar
13 14 2 12 Tab bar
14 10 1 9 Tab bar
15 8 1 7 Tab bar
16 17 2 16 Tab bar
17 13 1 11 Tab bar
18 12 2 10 Tab bar
19 12 1 11 Tab bar
20 12 2 11 Tab bar
21 17 1 12 Tab bar
22 6 5 17 Tab bar
23 17 2 14 Tab bar
24 17 2 11 Tab bar
25 7 2 13 Tab bar
26 17 2 13 Tab bar
27 14 1 10 Tab bar

5.4 Results
In this section, we present the results from our experiments, by
research question.

RQ0:Howmuch do the different apps vary fromone another?
Table 1 lists the 27 app variant used in our experiment, with an
app number in the first column for easier reference. This table also
has the number of shortcuts in the app configuration, the number
of screens with links to other screens via a shortcut, the number
of generated test steps in our approach, and the main navigation
type used by the app. The first observation we can make is that
most app variants use the tab bar as the main navigation mode
between screens. Moreover, we see that there is a great variety
in the number of link screens and shortcuts between screens in
the different apps, which results in a varying number of generated
test steps. Our model currently contains 14 hard coded test steps,
including the test step to enter the automated exploration mode.

Answering RQ0: The app variants have a high degree of vari-
ability, but there are commonalities in the core features that
most apps support.

RQ1: Does our solution work for all app variants? In our ex-
periments, all but one variant (App 5) could be executed with our
test model. App 5 could not be executed because it has a custom
login screen, only for this specific variant, that is not supported
in our test model. For another two variants (Apps 22 and 25) we
can run our test model, but both have some IDs missing on their
link screens. These screens are of a subtype not encountered before
the experiments. Thus, the source code was not yet extended to
include the required IDs causing the tests to fail, because they could
not access the links. Finally, we discovered issues with another
app (App 1) that could not be executed with the automated explo-
ration mode, because it was not able to re-enter the normal model
execution. This happened because of issues how the automated
exploration mode tries to recognize the currently displayed screen
in combination with the different main navigation method of App
1 (i.e., the icon grid). With this method of navigation, the code for
several screens gets stacked during navigation and only the top
one is visible on the screen. However, this means that several of the
IDs we use to identify the screens are available at the same time
and the automated exploration mode can not recognize the actual
screen as for the apps with the other navigation methods.

As described above, we were able to execute most of the 27 apps,
except for those with missing IDs and an unsupported login screen.
The remaining 23 apps could be executed as intended. However,
some flakiness [35] remains in the current test model, which forced
us to re-run the tests for some apps. The reason was issues with
app permissions, like reading the current location, that sometimes
caused a dialog to open in certain screens. Even though we config-
ured Appium to automatically grant all permissions, this still kept
happening for some apps in some executions. We were not able
to reliably reproduce this issue. To deal with it, we coded steps to
recognize the dialog and acknowledge it in the implementation of
the affected page objects.

Answering RQ1: For most app variants (23 out of 27) our solu-
tion (i.e., test model) works as intended. However, there remain
some open issues that we need to address in our ongoing work.

RQ2: How are the different execution modes distributed? We
show the distribution of test steps for the three different modes
in Figure 3. We excluded variant App 1 and App 5 because of the
different main navigation method and the unsupported login screen.
Finally, Apps 22 and 25 have missing IDs in their link screens and
therefore fail before the 100 test steps could be executed.

In Figure 3 we see that most of the executed test steps are gener-
ated steps. For the variants that could execute all 100 test steps, on
average, 71.5% of the steps were generated ones, 23.9% hard coded
steps, and 4.6% ones that entered the automated exploration mode.

Figure 4 depicts the number of interactions the automated ex-
ploration mode required to go to a state that the test model could
be executed on again, for every time the mode was entered. Apps
14, 22 and 25 never entered the automated exploration mode and
are therefore omitted from Figure 4. For most occurrences, namely
53 times, a modeled screen was reached after just one automated
interaction, by either navigating back through the android back
button, by clicking on the in-app back button or by clicking on other
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screen elements (a tab in the tab bar in most cases). On average,
the automated exploration mode needed 3.1 interactions with the
app to reach a modeled screen and continue with the normal model
execution.

Answering RQ2: In our current test model, the majority of
the test steps executed are the ones generated from the con-
figuration file, followed by hard-code ones. The automated
exploration was used the least, on average, and in most cases
recovered in only one or very few interactions.

RQ3: How much do our adaptions to OSMO’s algorithms im-
prove the test execution? In the first experiment to answer this
research question, we executed the two algorithms with the end
condition to reach all screens that are linked to with a shortcut.
Figure 5 presents the number of test steps required to fulfill the
end condition, with the test steps on the y-axis in logarithmic scale.
We also excluded App 5, as the number of steps is zero. The re-
sults show that in general our exploration algorithm reached all
relevant screens in fewer test steps than the standard OSMO algo-
rithm. There are only two exceptions: App 10, where the weighted
balancing algorithms randomly generated a test with fewer steps
that fulfills our end condition; and App 25, where the weighted bal-
ancing algorithm reached the screen with the missing IDs quicker
and then failed because of them. Moreover, for App 4 the weighted
balancing algorithm took more than two hours to generate the
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Figure 6: Number of screens reached in 30 test steps

test and therefore failed before reaching the end condition. App
4 has the highest number of shortcuts and includes five different
link screens, which are more difficult to reach in a random testing
scenario. In such a case, the advantage of our algorithm prevails.

For the second experiment, we used the end condition to include
a fixed number of 30 test steps in the generated tests. In this scenario,
the number of test steps is the same for both algorithms, but we
measure the number of screens that are reached with only a limited
number of steps. Because our exploration algorithm tries to exclude
test steps that have previously already been executed, we would
assume that it reaches more screens in the same number of test
steps. Figure 6 shows the number of screens reached. For all app
variants but two, the exploration algorithm reached more screens.
The two apps where this is not the case are Apps 22 and 25, which
contain the link screens with the missing IDs.

Answering RQ3: From our experiments, we found that with our
algorithmwe could improve the test length, to reach all screens,
by 73.8% on average. In other words, our algorithm can reduce
the number of test steps required to meet the coverage criteria.
Moreover, with a fixed test length of 30 steps, our algorithm
reaches on average 28.3% more screens.

6 DISCUSSION
In this section we discuss the challenges we faced in our work
on testing the family of mobile app variants and present lessons
learned during our work and the analysis of our experiments.
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6.1 Challenges
During the conduction of this work, we faced several challenges
related to the characteristics of the system under test, limitations
of our approach, or due to shortcomings of the used tooling. These
challenges are described next.

Huge variability space. The app family is highly configurable.
Some of the variability comes from features that can be optionally
selected for a variant. There exist many configuration options for
the features themselves and how they need to be interacted with.
Additionally, to this already very large configuration space, the apps
can contain nearly unconstrained links between screens, which has
to be dealt with when testing the apps.

Making the app family testable. At the start of our collaboration,
the app variants did not include many IDs to identify screens or
their contained elements and widgets. Appium allows us to identify
elements with multiple attributes, like x-path or text. However,
the apps support switching between languages, which make the
identification via text impossible. Moreover, there are parts where
the text can be configured by the customer business. Identifying el-
ements using x-path has similar issues when elements are not fixed
to a location. In our case the elements’ location changes between
variants and some can be configured by the customer to be in a
different location. A lot of effort was invested to make all elements
required for testing identifiable. We identified all required elements
and added IDs to them in the app source code. And still every time
we extend the model to new screens or features we have to keep
adding IDs, which slows down the rollout of a new version of the
test model that then only works on the newest builds that contain
all the IDs.

Keeping track of the app state. To interact with the app variants
correctly, we need to keep their current state in mind. Some parts of
the app state, like currently available rewards and vouchers, can be
retrieved through an API during testing. Other parts, like the user
currently logged in, have to be stored during the test execution.
We keep track of the current screen by storing the page object
associated with the screen. However, when using the automated
exploration of the app and subsequently resuming with the normal
test model execution, identifying the current screens is challenging.
We use IDs that identify the current screen instance and check if
we can generate a page object instance for it. However, we found
that there are still issues with this approach for app variants that
have a very large number of screens since the identification of the
current screen can take very long, because the number of IDs that
have to be checked. More issues can come from apps that navigate
to different screens by overlaying the new screen over the last one,
as happened in our experiments with App 1. In such a case, our
current approach is not able to identify the current screen and will
fail to create the correct page object, which can fail the test.

Testing apps for different OS with the same model. Despite
not having apps for different operating systems (OSs) in our ex-
periments, we had this discussion with developers at our industry
partner. The challenge comes from the need of the same apps being
available for different mobile OS. We tried to restrict differences in
the interaction between the different OS to our Helper class that

selects elements with the OS specific UI automation framework
used by Appium. This requires that the IDs in the apps are consisted
between OS and the apps behave the same independent of the OS.
However, to this day we were not able to fully realize this. There
are remaining differences in the IDs for elements that we have to
deal with in the page objects, which could not be consistently be
propagated in the app build.

Moreover, there are distinct challenges when testing on different
OS. For instance, for iOS, Appium requires passing the nesting
depth of elements in the screen that are loaded for interaction by the
automation framework. If we set this nesting depth too low, we can
not access certain elements. If we set is too high, the app execution
becomes very slow and tests run longer. On the other hand, when
testing with Android, we encountered issues with app permissions.
For instance, some screens require permissions to access the phone
location. Appium allows passing arguments to grant all permissions
at initialization. Nevertheless, in our experiments, the dialog to ask
for the permissions would randomly appear and lead to tests failing
that had to be re-executed.

Appium field annotations could not be used. Appium provides
Java annotations that can be used for fields in the page object classes
to automatically initialize them to address certain elements on the
screen. These are usually recommended to use for the implemen-
tation of page objects. However, due to the variability of the app
family, we could not use these annotations, because some elements
might only be available for some variants. If we test a variant that
does not have the element and use these field annotations, the test
would fail as soon as we instantiate the page object. To support the
variability of the app screens, we loaded elements during the execu-
tion of certain interactions with the app and made their execution
conditional with if or switch statements.

6.2 Lessons Learned

Do not rely on one variability mechanism. At the beginning of
the project, we investigated the best way to model our variable test
model, and documented our thoughts in our previous work [16]. We
first wanted to model the configurable links between screens, with
a separate test step for each link. To achieve this, we had to generate
the test steps from the configuration files and templates, which cor-
responds to the variability mechanism of conditional compilation.
However, we then dove into the configurability of the individual
screens and learned that there can be instances of the same screen
with different configurations within a variant. Therefore, we imple-
mented the page objects to be able to correspond to the different
configurations dynamically with conditional execution. For other
parts, like adding model classes if a feature is present for a variant,
we also use conditional execution, because it is better supported by
existing programming tools.

Tweaking the MBT algorithm can pay off.We found that creat-
ing our own algorithm to decide the next test step improved the test
execution and explores the entire test model in less time than the
standard OSMO algorithms. To achieve this, we had to provide the
algorithm with additional data to represent the current app state,
which the standard algorithms do not have. Thus, the advantages
of our algorithm might be limited to our specific model design. For
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instance, if instead of generating a test step for each link in the
tab bar, we simply used one test step that randomly clicks on a
tab and loads the corresponding page object, we could not learn
the following state and the advantage our algorithm brings might
disappear. Therefore, for different cases, other algorithms might
have more advantages, but nonetheless we believe that considering
optimizations to the algorithms can have a beneficial impact in test
generation.

Maintain separation of concerns for verifying app parts. We
developed model classes to contain test steps for the same features
or use cases. This helps to better understand the model and the
tests that can be generated for specific use cases. Moreover, we
kept the tasks of verifying the screens and interacting with them
directly in the page objects. We believe this design support a better
comprehension of the model and helps to avoid side effect between
configurations.

Invest in testability from the start of the development. As
mentioned above, we had to invest a lot of effort into making the
apps testable by introducing IDs to screens and elements within
them. Therefore, companies should invest in these measure from
the start. This is a known issues in practice, but nonetheless we saw
again in this collaboration that this well-known best practice was
not applied. In the future, when adding new feature and screens,
such IDs should be introduced already in new developments and
testability should be kept in mind. This can also help in reducing
inconsistencies between Android and iOS.

7 CONCLUSIONS AND FUTUREWORK
We presented in this work a solution for testing a family of mobile
applications using a model-based testing approach. This solution
emerged from our collaboration with hello again GmbH. To adhere
to the configuration of the current app variants in general, our test
model can be adjusted in several ways. We select required model
parts for available features, generate model parts from a configu-
ration specification file, and dynamically adjust the interactions
with the application screens with configurable page objects. To
assess how well our solution works on the app family, we applied
it to a set of 27 app variants provided by hello again GmbH. Our
findings showed that the model works in most cases, with some
remaining issues that we need to further improve in our future
work. Moreover, we investigate how often which model parts are
used during execution, and the effect a custom algorithm has on
the test execution, showing a reasonable improvement in our case.

Themodel-based test approach described in this paper is in use to
test production apps at our partner company. To date about 300 apps
have been tested with it and the manual effort for testing could be
reduced about 50% according to our industry partner. As part of our
future work, we could do a more in depth evaluation of the results
from applying the testing approach at the company. Moreover, we
plan to run our model on more variants on device farms with many
different devices and device configurations. This will allow us to
further evaluate the impact of different devices and other aspects
in test execution. We are also interested in investigating the use
of the graphs stored from our algorithm for offline computation
of test sequences, to reach certain test goals, such as navigating to

all screens. This could speed up the generation and execution of
tests. However, the problem is very similar to the traveling sales
person problem, which is known to be NP-complete. Another
item for our future work is to support the maintenance of the test
model, by using data from operation and identify parts that are
missing from the model or where to model execution deviates from
real operation. Finally, we are interested in increasing the level of
automation for our testing process and increase the proportion of
the model that can be covered with automated exploration, with
providing predefined test sequences only for certain parts (e.g.,
login to the app), and to provide an oracle for more difficult to
verify parts.
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